3-1 The laws for combining amplitudes

When Schrödinger first discovered the correct laws of quantum mechanics, he wrote an equation which described the amplitude to find a particle in various places. This equation was very similar to the equations that were already known to classical physicists—equations that they had used in describing the motion of air in a sound wave, the transmission of light, and so on. So most of the time at the beginning of quantum mechanics was spent in solving this equation. But at the same time an understanding was being developed, particularly by Born and Dirac, of the basically new physical ideas behind quantum mechanics. As quantum mechanics developed further, it turned out that there were a large number of things which were not directly encompassed in the Schrödinger equation—such as the spin of the electron, and various relativistic phenomena. Traditionally, all courses in quantum mechanics have begun in the same way, retracing the path followed in the historical development of the subject. One first learns a great deal about classical mechanics so that he will be able to understand how to solve the Schrödinger equation. Then he spends a long time working out various solutions. Only after a detailed study of this equation does he get to the “advanced” subject of the electron’s spin.

We had also originally considered that the right way to conclude these lectures on physics was to show how to solve the equations of classical physics in complicated situations—such as the description of sound waves in enclosed regions, modes of electromagnetic radiation in cylindrical cavities, and so on. That was the original plan for this course. However, we have decided to abandon that plan and to give instead an introduction to the quantum mechanics. We have come to the conclusion that what are usually called the advanced parts of quantum mechanics are, in fact, quite simple. The mathematics that is involved is particularly simple, involving simple algebraic operations and no differential equations or at most only very simple ones. The only problem is that we must jump the gap of no longer being able to describe the behavior in detail of particles in space. So this is what we are going to try to do: to tell you about what conventionally would be called the “advanced” parts of quantum mechanics. But they are, we assure you, by all odds the simplest parts—in a deep sense of the word—as well as the most basic parts. This is frankly a pedagogical experiment; it has never been done before, as far as we know.

In this subject we have, of course, the difficulty that the quantum mechanical behavior of things is quite strange. Nobody has an everyday experience to lean on to get a rough, intuitive idea of what will happen. So there are two ways of presenting the subject: We could either describe what can happen in a rather rough physical way, telling you more or less what happens without giving the precise laws of everything; or we could, on the other hand, give the precise laws in their abstract form. But, then because of the abstractions, you wouldn’t know what they were all about, physically. The latter method is unsatisfactory because it is completely abstract, and the first way leaves an uncomfortable feeling because one doesn’t know exactly what is true and what is false. We are not sure how to overcome this difficulty. You will notice, in fact, that Chapters 1 and 2 showed this problem. The first chapter was relatively precise; but the second chapter was a rough description of the characteristics of different phenomena. Here, we will try to find a happy medium between the two extremes.
We will begin in this chapter by dealing with some general quantum mechanical ideas. Some of the statements will be quite precise, others only partially precise. It will be hard to tell you as we go along which is which, but by the time you have finished the rest of the book, you will understand in looking back which parts hold up and which parts were only explained roughly. The chapters which follow this one will not be so imprecise. In fact, one of the reasons we have tried carefully to be precise in the succeeding chapters is so that we can show you one of the most beautiful things about quantum mechanics—how much can be deduced from so little.

We begin by discussing again the superposition of probability amplitudes. As an example we will refer to the experiment described in Chapter 1, and shown again here in Fig. 3-1. There is a source of particles, say electrons; then there is a wall with two slits in it; after the wall, there is a detector located at some position $x$. We ask for the probability that a particle will be found at $x$. Our first general principle in quantum mechanics is that the probability that a particle will arrive at $x$, when let out at the source, can be represented quantitatively by the absolute square of a complex number called a probability amplitude—in this case, the “amplitude that a particle from $s$ will arrive at $x$.” We will use such amplitudes so frequently that we will use a shorthand notation—invented by Dirac and generally used in quantum mechanics—to represent this idea. We write the probability amplitude this way:

$$\langle \text{Particle arrives at } x \mid \text{particle leaves } s \rangle.$$  \hspace{1cm} (3.1)

In other words, the two brackets $\langle \rangle$ are a sign equivalent to “the amplitude that”; the expression at the right of the vertical line always gives the starting condition, and the one at the left, the final condition. Sometimes it will also be convenient to abbreviate still more and describe the initial and final conditions by single letters. For example, we may on occasion write the amplitude (3.1) as

$$\langle x \mid s \rangle.$$  \hspace{1cm} (3.2)

We want to emphasize that such an amplitude is, of course, just a single number—a complex number.

We have already seen in the discussion of Chapter 1 that when there are two ways for the particle to reach the detector, the resulting probability is not the sum of the two probabilities, but must be written as the absolute square of the sum of two amplitudes. We had that the probability that an electron arrives at the detector when both paths are open is

$$P_{12} = |\phi_1 + \phi_2|^2.$$  \hspace{1cm} (3.3)
We wish now to put this result in terms of our new notation. First, however, we want to state our second general principle of quantum mechanics: When a particle can reach a given state by two possible routes, the total amplitude for the process is the sum of the amplitudes for the two routes considered separately. In our new notation we write that

$$\langle x | s \rangle_{\text{both holes open}} = \langle x | s \rangle_{\text{through 1}} + \langle x | s \rangle_{\text{through 2}}.$$  \hfill (3.4)

Incidentally, we are going to suppose that the holes 1 and 2 are small enough that when we say an electron goes through the hole, we don't have to discuss which part of the hole. We could, of course, split each hole into pieces with a certain amplitude that the electron goes to the top of the hole and the bottom of the hole and so on. We will suppose that the hole is small enough so that we don't have to worry about this detail. That is part of the roughness involved; the matter can be made more precise, but we don't want to do so at this stage.

Now we want to write out in more detail what we can say about the amplitude for the process in which the electron reaches the detector at $x$ by way of hole 1. We can do that by using our third general principle: When a particle goes by some particular route the amplitude for that route can be written as the product of the amplitude to go part way with the amplitude to go the rest of the way. For the setup of Fig. 3–1 the amplitude to go from $s$ to $x$ by way of hole 1 is equal to the amplitude to go from $s$ to 1, multiplied by the amplitude to go from 1 to $x$.

$$\langle x | s \rangle_{\text{via 1}} = \langle x | 1 \rangle \langle 1 | s \rangle.$$  \hfill (3.5)

Again this result is not completely precise. We should also include a factor for the amplitude that the electron will get through the hole at 1; but in the present case it is a simple hole, and we will take this factor to be unity.

You will note that Eq. (3.5) appears to be written in reverse order. It is to be read from right to left: The electron goes from $s$ to 1 and then from 1 to $x$. In summary, if events occur in succession—that is, if you can analyze one of the routes of the particle by saying it does this, then it does this, then it does that—the resultant amplitude for that route is calculated by multiplying in succession the amplitude for each of the successive events. Using this law we can rewrite Eq. (3.4) as

$$\langle x | s \rangle_{\text{both}} = \langle x | 1 \rangle \langle 1 | s \rangle + \langle x | 2 \rangle \langle 2 | s \rangle.$$  

Now we wish to show that just using these principles we can calculate a much more complicated problem like the one shown in Fig. 3–2. Here we have two walls, one with two holes, 1 and 2, and another which has three holes, $a$, $b$, and $c$. Behind the second wall there is a detector at $x$, and we want to know the amplitude for a particle to arrive there. Well, one way you can find this is by calculating the interference, or superposition, of the waves that go through; but you can also do it by saying that there are six possible routes and superposing an amplitude for each. The electron can go through hole 1, then through hole 1, and then to $x$; or it could go through hole 1, then through hole $b$, and then to $x$; and so on. According to our second principle, the amplitudes for alternative routes add, so we should
be able to write the amplitude from $s$ to $x$ as a sum of six separate amplitudes. On the other hand, using the third principle, each of these separate amplitudes can be written as a product of three amplitudes. For example, one of them is the amplitude for $s$ to $1$, times the amplitude for $1$ to $a$, times the amplitude for $a$ to $x$. Using our shorthand notation, we can write the complete amplitude to go from $s$ to $x$ as

$$\langle x \mid s \rangle = \langle x \mid a \rangle \langle a \mid 1 \rangle \langle 1 \mid s \rangle + \langle x \mid b \rangle \langle b \mid 1 \rangle \langle 1 \mid s \rangle + \cdots + \langle x \mid c \rangle \langle c \mid 2 \rangle \langle 2 \mid s \rangle.$$  

We can save writing by using the summation notation

$$\langle x \mid s \rangle = \sum_{i=1,2,\ldots,\infty} \langle x \mid i \rangle \langle i \mid s \rangle. \quad (3.6)$$

In order to make any calculations using these methods, it is, naturally, necessary to know the amplitude to get from one place to another. We will give a rough idea of a typical amplitude. It leaves out certain things like the polarization of light or the spin of the electron, but aside from such features it is quite accurate.

We give it so that you can solve problems involving various combinations of slits. Suppose a particle with a definite energy is going in empty space from a location $r_1$ to a location $r_2$. In other words, it is a free particle with no forces on it. Except for a numerical factor in front, the amplitude to go from $r_1$ to $r_2$ is

$$\langle r_2 \mid r_1 \rangle = \frac{e^{-ip|r_1 - r_2|/\hbar}}{r_1 r_2}, \quad (3.7)$$

where $r_{12} = r_2 - r_1$, and $p$ is the momentum which is related to the energy $E$ by the relativistic equation

$$p^2 c^2 = E^2 - (mc^2)^2,$$

or the nonrelativistic equation

$$\frac{p^2}{2m} = \text{Kinetic energy}.$$}

Equation (3.7) says in effect that the particle has wavelike properties, the amplitude propagating as a wave with a wave number equal to the momentum divided by $\hbar$.

In the most general case, the amplitude and the corresponding probability will also involve the time. For most of these initial discussions we will suppose that the source always emits the particles with a given energy so we will not need to worry about the time. But we could, in the general case, be interested in some other questions. Suppose that a particle is liberated at a certain place $P$ at a certain time, and you would like to know the amplitude for it to arrive at some location, say $r$, at some later time. This could be represented symbolically as the amplitude $\langle r, t = t_1 \mid P, t = 0 \rangle$. Clearly, this will depend upon both $r$ and $t$. You will get different results if you put the detector in different places and measure at different times. This function of $r$ and $t$, in general, satisfies a differential equation which is a wave equation. For example, in a nonrelativistic case it is the Schrödinger equation. One has then a wave equation analogous to the equation for electromagnetic waves or waves of sound in a gas. However, it must be emphasized that the wave function that satisfies the equation is not like a real wave in space; one cannot picture any kind of reality to this wave as one does for a sound wave.

Although one may be tempted to think in terms of "particle waves" when dealing with one particle, it is not a good idea, for if there are, say, two particles, the amplitude to find one at $r_1$ and the other at $r_2$ is not a simple wave in three-dimensional space, but depends on the six space variables $r_1$ and $r_2$. If we are, for example, dealing with two (or more) particles, we will need the following additional principle: Provided that the two particles do not interact, the amplitude that one particle will do one thing and the other one something else is the product of the two amplitudes that the two particles would do the two things separately. For example, if $\langle a \mid s_1 \rangle$ is the amplitude for particle 1 to go from $s_1$ to $a$, and $\langle b \mid s_2 \rangle$
is the amplitude for particle 2 to go from $s_2$ to $b$, the amplitude that both things will happen together is 
$$\langle a | s_1 \rangle \langle b | s_2 \rangle.$$

There is one more point to emphasize. Suppose that we didn’t know where the particles in Fig. 3–2 come from before arriving at holes 1 and 2 of the first wall. We can still make a prediction of what will happen beyond the wall (for example, the amplitude to arrive at $x$) provided that we are given two numbers: the amplitude to have arrived at 1 and the amplitude to have arrived at 2. In other words, because of the fact that the amplitude for successive events multiplies, as shown in Eq. (3.6), all you need to know to continue the analysis is two numbers—in this particular case $\langle 1 | s \rangle$ and $\langle 2 | s \rangle$. These two complex numbers are enough to predict all the future. That is what really makes quantum mechanics easy. It turns out that in later chapters we are going to do just such a thing when we specify a starting condition in terms of two (or a few) numbers. Of course, these numbers depend upon where the source is located and possibly other details about the apparatus, but given the two numbers, we do not need to know any more about such details.

![Fig. 3–3. An experiment to determine which hole the electron goes through.](image)

3–2 The two-slit interference pattern

Now we would like to consider a matter which was discussed in some detail in Chapter 1. This time we will do it with the full glory of the amplitude idea to show you how it works out. We take the same experiment shown in Fig. 3–1, but now with the addition of a light source behind the two holes, as shown in Fig. 3–3. In Chapter 1, we discovered the following interesting result. If we looked behind slit 1 and saw a photon scattered from there, then the distribution obtained for the electrons at $x$ in coincidence with these photons was the same as though slit 2 were closed. The total distribution for electrons that had been “seen” at either slit 1 or slit 2 was the sum of the separate distributions and was completely different from the distribution with the light turned off. This was true at least if we used light of short enough wavelength. If the wavelength was made longer so we could not be sure at which hole the scattering had occurred, the distribution became more like the one with the light turned off.

Let’s examine what is happening by using our new notation and the principles of combining amplitudes. To simplify the writing, we can again let $\phi_1$ stand for the amplitude that the electron will arrive at $x$ by way of hole 1, that is,
$$\phi_1 = \langle x | 1 \rangle \langle 1 | s \rangle.$$

Similarly, we’ll let $\phi_2$ stand for the amplitude that the electron gets to the detector by way of hole 2:
$$\phi_2 = \langle x | 2 \rangle \langle 2 | s \rangle.$$

These are the amplitudes to go through the two holes and arrive at $x$ if there is no light. Now if there is light, we ask ourselves the question: What is the amplitude for the process in which the electron starts at $s$ and a photon is liberated by the
light source $L$, ending with the electron at $x$ and a photon seen behind slit 1? Suppose that we observe the photon behind slit 1 by means of a detector $D_1$, as shown in Fig. 3.3, and use a similar detector $D_2$ to count photons scattered behind hole 2. There will be an amplitude for a photon to arrive at $D_1$ and an electron at $x$, and also an amplitude for a photon to arrive at $D_2$ and an electron at $x$. Let’s try to calculate them.

Although we don’t have the correct mathematical formula for all the factors that go into this calculation, you will see the spirit of it in the following discussion. First, there is the amplitude $\langle 1 | s \rangle$ that an electron goes from the source to hole 1. Then we can suppose that there is a certain amplitude that while the electron is at hole 1 it scatters a photon into the detector $D_1$. Let us represent this amplitude by $a$. Then there is the amplitude $\langle x | 1 \rangle$ that the electron goes from slit 1 to the electron detector at $x$. The amplitude that the electron goes from $s$ to $x$ via slit 1 and scatters a photon into $D_1$ is then

$$\langle x | 1 \rangle a \langle 1 | s \rangle.$$

Or, in our previous notation, it is just $a\phi_1$.

There is also some amplitude that an electron going through slit 2 will scatter a photon into counter $D_1$. You say, “That’s impossible; how can it scatter into counter $D_1$ if it is only looking at hole 1?” If the wavelength is long enough, there are diffraction effects, and it is certainly possible. If the apparatus is built well and if we use photons of short wavelength, then the amplitude that a photon will be scattered into detector 1, from an electron at 2 is very small. But to keep the discussion general we want to take into account that there is always some such amplitude, which we will call $b$. Then the amplitude that an electron goes via slit 2 and scatters a photon into $D_1$ is

$$\langle x | 2 \rangle b \langle 2 | s \rangle = b\phi_2.$$

The amplitude to find the electron at $x$ and the photon in $D_1$ is the sum of two terms, one for each possible path for the electron. Each term is in turn made up of two factors: first, that the electron went through a hole, and second, that the photon is scattered by such an electron into detector 1; we have

$$\langle \text{electron at } x \mid \text{electron from } s \rangle \langle \text{photon from } L \mid D_1 \rangle = a\phi_1 + b\phi_2. \quad (3.8)$$

We can get a similar expression when the photon is found in the other detector $D_2$. If we assume for simplicity that the system is symmetrical, then $a$ is also the amplitude for a photon in $D_2$ when an electron passes through hole 2, and $b$ is the amplitude for a photon in $D_2$ when the electron passes through hole 1. The corresponding total amplitude for a photon at $D_2$ and an electron at $x$ is

$$\langle \text{electron at } x \mid \text{electron from } s \rangle \langle \text{photon at } D_2 \mid \text{photon from } L \rangle = a\phi_2 + b\phi_1. \quad (3.9)$$

Now we are finished. We can easily calculate the probability for various situations. Suppose that we want to know with what probability we get a count in $D_1$ and an electron at $x$. That will be the absolute square of the amplitude given in Eq. (3.8), namely, $|a\phi_1 + b\phi_2|^2$. Let’s look more carefully at this expression. First of all, if $b$ is zero—which is the way we would like to design the apparatus—then the answer is simply $|\phi_1|^2$ diminished in total amplitude by the factor $|a|^2$. This is the probability distribution that you would get if there were only one hole—as shown in the graph of Fig. 3.4(a). On the other hand, if the wavelength is very long, the scattering behind hole 2 into $D_1$ may be just about the same as for hole 1. Although there may be some phases involved in $a$ and $b$, we can ask about a simple case in which the two phases are equal. If $a$ is practically equal to $b$, then the total probability becomes $|\phi_1 + \phi_2|^2$ multiplied by $|a|^2$, since the common factor $a$ can be taken out. This, however, is just the probability.
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distribution we would have gotten without the photons at all. Therefore, in the case that the wavelength is very long—and the photon detection ineffective—you return to the original distribution curve which shows interference effects, as shown in Fig. 3–4(b). In the case that the detection is partially effective, there is an interference between a lot of $\phi_1$ and a little of $\phi_2$, and you will get an intermediate distribution such as is sketched in Fig. 3–4(c). Needless to say, if we look for coincidence counts of photons at $D_2$ and electrons at $x$, we will get the same kinds of results. If you remember the discussion in Chapter 1, you will see that these results give a quantitative description of what was described there.

Now we would like to emphasize an important point so that you will avoid a common error. Suppose that you only want the amplitude that the electron arrives at $x$, regardless of whether the photon was counted at $D_1$ or $D_2$. Should you add the amplitudes given in Eqs. (3.8) and (3.9)? No! You must never add amplitudes for different and distinct final states. Once the photon is accepted by one of the photon counters, we can always determine which alternative occurred if we want, without any further disturbance to the system. Each alternative has a probability completely independent of the other. To repeat, do not add amplitudes for different final conditions, where by “final” we mean at that moment the probability is desired—that is, when the experiment is “finished.” You do add the amplitudes for the different indistinguishable alternatives inside the experiment, before the complete process is finished. At the end of the process you may say that you “don’t want to look at the photon.” That’s your business, but you still do not add the amplitudes. Nature does not know what you are looking at, and she behaves the way she is going to behave whether you bother to take down the data or not. So here we must not add the amplitudes. We first square the amplitudes for all possible different final events and then sum. The correct result for an electron at $x$ and a photon at either $D_1$ or $D_2$ is

$$
\langle e \text{ at } x \rangle \langle \text{ph at } D_1 \text{ ph from } L \rangle^2 + \langle e \text{ at } x \rangle \langle \text{ph at } D_2 \text{ ph from } L \rangle^2
$$

$$
= |a\phi_1 + b\phi_2|^2 + |a\phi_2 + b\phi_1|^2. \quad (3.10)
$$

3–3 Scattering from a crystal

Our next example is a phenomenon in which we have to analyze the interference of probability amplitudes somewhat carefully. We look at the process of the scattering of neutrons from a crystal. Suppose we have a crystal which has a lot of atoms with nuclei at their centers, arranged in a periodic array, and a neutron beam that comes from far away. We can label the various nuclei in the crystal by an index $i$, where $i$ runs over the integers $1, 2, 3, \ldots N$, with $N$ equal to the total number of atoms. The problem is to calculate the probability of getting a neutron into a counter with the arrangement shown in Fig. 3–5. For any particular atom $i$, the amplitude that the neutron arrives at the counter $C$ is the amplitude that the neutron gets from the source $S$ to nucleus $i$, multiplied by the amplitude $a$ that it gets scattered there, multiplied by the amplitude that it gets from $i$ to the counter $C$. Let’s write that down:

$$
\langle \text{neutron at } C \mid \text{neutron from } S \rangle_{\text{via } i} = \langle C \mid i \rangle a \langle i \mid S \rangle. \quad (3.11)
$$

In writing this equation we have assumed that the scattering amplitude $a$ is the same for all atoms. We have here a large number of apparently indistinguishable routes. They are indistinguishable because a low-energy neutron is scattered from a nucleus without knocking the atom out of its place in the crystal—no “record” is left of the scattering. According to the earlier discussion, the total amplitude for a neutron at $C$ involves a sum of Eq. (3.11) over all the atoms:

$$
\langle \text{neutron at } C \mid \text{neutron from } S \rangle = \sum_{i=1}^{N} \langle C \mid i \rangle a \langle i \mid S \rangle. \quad (3.12)
$$

3–7
Because we are adding amplitudes of scattering from atoms with different space positions, the amplitudes will have different phases giving the characteristic interference pattern that we have already analyzed in the case of the scattering of light from a grating.

The neutron intensity as a function of angle in such an experiment is indeed often found to show tremendous variations, with very sharp interference peaks and almost nothing in between—as shown in Fig. 3-6(a). However, for certain kinds of crystals it does not work this way, and there is—along with the interference peaks discussed above—a general background of scattering in all directions. We must try to understand the apparently mysterious reasons for this. Well, we have not considered one important property of the neutron. It has a spin of one-half, and so there are two conditions in which it can be: either spin “up” (say perpendicular to the page in Fig. 3-5) or spin “down.” If the nuclei of the crystal have no spin, the neutron spin doesn’t have any effect. But when the nuclei of the crystal also have a spin, say a spin of one-half, you will observe the background of smeared-out scattering described above. The explanation is as follows.

If the neutron has one direction of spin and the atomic nucleus has the same spin, then no change of spin can occur in the scattering process. If the neutron and atomic nucleus have opposite spin, then scattering can occur by two processes, one in which the spins are unchanged and another in which the spin directions are exchanged. This rule for no net change of the sum of the spins is analogous to our classical law of conservation of angular momentum. We can begin to understand the phenomenon if we assume that all the scattering nuclei are set up with spins in one direction. A neutron with the same spin will scatter with the expected sharp interference distribution. What about one with opposite spin? If it scatters without spin flip, then nothing is changed from the above; but if the two spins flip over in the scattering, we could, in principle, find out which nucleus had done the scattering, since it would be the only one with spin turned over. Well, if we can tell which atom did the scattering, what have the other atoms got to do with it? Nothing, of course. The scattering is exactly the same as that from a single atom.

To include this effect, the mathematical formulation of Eq. (3.12) must be modified since we haven’t described the states completely in that analysis. Let’s start with all neutrons from the source having spin up and all the nuclei of the crystal having spin down. First, we would like the amplitude that at the anchor the spin of the neutron is up and all spins of the crystal are still down. This is not different from our previous discussion. We will let \( a \) be the amplitude to scatter with no flip or spin. The amplitude for scattering from the \( i \)th atom is, of course,

\[
\langle C_{\text{up}}, \text{crystal all down} | S_{\text{up}}, \text{crystal all down} \rangle = \langle C | i \rangle a \langle i | S \rangle.
\]

Since all the atomic spins are still down, the various alternatives (different values of \( i \)) cannot be distinguished. There is clearly no way to tell which atom did the scattering. For this process, all the amplitudes interfere.

We have another case, however, where the spin of the detected neutron is down although it started from \( S \) with spin up. In the crystal, one of the spins must be changed to the up direction—let’s say that of the \( k \)th atom. We will assume that there is the same scattering amplitude with spin flip for every atom, namely \( b \).

(In a real crystal there is the disagreeable possibility that the reversed spin moves to some other atom, but let’s take the case of a crystal for which this probability is very low.) The scattering amplitude is then

\[
\langle C_{\text{down}}, \text{nucleus } k \text{ up} | S_{\text{up}}, \text{crystal all down} \rangle = \langle C | k \rangle b \langle k | S \rangle.
\] (3.13)

If we ask for the probability of finding the neutron spin down and the \( k \)th nucleus spin up, it is equal to the absolute square of this amplitude, which is simply \( |b|^2 \) times \( |\langle C | k \rangle \langle k | S \rangle|^2 \). The second factor is almost independent of location in the crystal, and all phases have disappeared in taking the absolute square. The

Fig. 3-6. The neutron counting rate as a function of angle: (a) for spin zero nuclei; (b) the probability of scattering with spin flip; (c) the observed counting rate with a spin one-half nucleus.
probability of scattering from *any nucleus* in the crystal with spin flip is now

\[ |b|^2 \sum_{k=1}^{N} |\langle C | k \rangle \langle k | S \rangle|^2, \]

which will show a smooth distribution as in Fig. 3-6(b).

You may argue, "I don't care which atom is up." Perhaps you don't, but nature knows; and the probability is, in fact, what we gave above—there isn't any interference. On the other hand, if we ask for the probability that the spin is up at the detector and all the atoms still have spin down, then we must take the absolute square of

\[ \sum_{i=1}^{N} \langle C | i \rangle \langle i | S \rangle. \]

Since the terms in this sum have phases, they do interfere, and we get a sharp interference pattern. If we do an experiment in which we don't observe the spin of the detected neutron, then both kinds of events can occur, and the separate probabilities add. The total probability (or counting rate) as a function of angle then looks like the graph in Fig. 3-6(c).

Let's review the physics of this experiment. If you could, in principle, distinguish the alternative final states (even though you do not bother to do so), the total, final probability is obtained by calculating the probability for each state (not the amplitude) and then adding them together. If you cannot distinguish the final states even in principle, then the probability amplitudes must be summed before taking the absolute square to find the actual probability. The thing you should notice particularly is that if you were to try to represent the neutron by a wave alone, you would get the same kind of distribution for the scattering of a down-spinning neutron as for an up-spinning neutron. You would have to say that the "wave" would come from all the different atoms and interfere just as for the up-spinning one with the same wavelength. But we know that is not the way it works. So as we stated earlier, we must be careful not to attribute too much reality to the waves in space. They are useful for certain problems but not for all.

### 3-4 Identical particles

The next experiment we will describe is one which shows one of the beautiful consequences of quantum mechanics. It again involves a physical situation in which a thing can happen in two indistinguishable ways, so that there is an interference of amplitudes—as is always true in such circumstances. We are going to discuss the scattering, at relatively low energy, of nuclei on other nuclei. We start by thinking of α-particles (which, as you know, are helium nuclei) bombarding, say, oxygen. To make it easier for us to analyze the reaction, we will look at it in the center-of-mass system, in which the oxygen nucleus and the α-particle have their velocities in opposite directions before the collision and again in exactly opposite directions after the collision. See Fig. 3-7(a). (The magnitudes of the velocities are, of course, different, since the masses are different.) We will also suppose that there is conservation of energy and that the collision energy is low enough that neither particle is broken up or left in an excited state. The reason that the two particles deflect each other is, of course, that each particle carries a positive charge and, classically speaking, there is an electrical repulsion as they go by. The scattering will happen at different angles with different probabilities, and we would like to discuss something about the angle dependence of such scatterings. (It is possible, of course, to calculate this thing classically, and it is one of the most remarkable accidents of quantum mechanics that the answer to this problem comes out the same as it does classically. This is a curious point because it happens for no other force except the inverse square law—so it is indeed an accident.)

The probability of scattering in different directions can be measured by an experiment as shown in Fig. 3-7(a). The counter at position 1 could be designed to detect only α-particles; the counter at position 2 could be designed to detect
only oxygen—just as a check. (In the laboratory system the detectors would not
be opposite; but in the CM system they are.) Our experiment consists in measuring
the probability of scattering in various directions. Let’s call \( f(\theta) \) the amplitude to
scatter into the counters when they are at the angle \( \theta \); then \( |f(\theta)|^2 \) will be our
experimentally determined probability.

Now we could set up another experiment in which our counters would respond
to either the \( \alpha \)-particle or the oxygen nucleus. Then we have to work out what
happens when we do not bother to distinguish which particles are counted. Of
course, if we are to get an oxygen in the position \( \theta \), there must be an \( \alpha \)-particle on
the opposite side at the angle \( (\pi - \theta) \), as shown in Fig. 3–7(b). So if \( f(\theta) \) is the
amplitude for \( \alpha \)-scattering through the angle \( \theta \), then \( f(\pi - \theta) \) is the amplitude
for oxygen scattering through the angle \( \theta \).† Thus, the probability for having
some particle in the detector at position 1 is:

\[
\text{Probability of some particle in } D_1 = |f(\theta)|^2 + |f(\pi - \theta)|^2. \quad (3.14)
\]

Note that the two states are distinguishable in principle. Even though in this
experiment we do not distinguish them, we could. According to the earlier dis-
tinction, then, we must add the probabilities, not the amplitudes.

The result given above is correct for a variety of target nuclei—for \( \alpha \)-particles
on oxygen, on carbon, on beryllium, on hydrogen. But it is wrong for \( \alpha \)-particles on
\( \alpha \)-particles. For the one case in which both particles are exactly the same, the
experimental data disagree with the prediction of (3.14). For example, the
scattering probability at 90° is exactly twice what the above theory predicts and
has nothing to do with the particles being “helium” nuclei. If the target is He^\(5\),
but the projectiles are \( \alpha \)-particles (He^\(4\)), then there is agreement. Only when the
target is He^\(4\)—so its nuclei are identical with the incoming \( \alpha \)-particle—does the
scattering vary in a peculiar way with angle.

Perhaps you can already see the explanation. There are two ways to get an
\( \alpha \)-particle into the counter: by scattering the bombarding \( \alpha \)-particle at an angle \( \theta \),
or by scattering it at an angle of \( (\pi - \theta) \). How can we tell whether the bombarding
particle or the target particle entered the counter? The answer is that we cannot.
In the case of \( \alpha \)-particles with \( \alpha \)-particles there are two alternatives that cannot be
distinguished. Here, we must let the probability amplitudes interfere by addition.

† In general, a scattering direction should, of course, be described by two angles, the
polar angle \( \phi \), as well as the azimuthal angle \( \theta \). We would then say that an oxygen nucleus
at \((\theta, \phi)\) means that the \( \alpha \)-particle is at \((\pi - \theta, \phi + \pi)\). However, for Coulomb scattering
(and for many other cases), the scattering amplitude is independent of \( \phi \). Then the amplitu-

de to get an oxygen at \( \theta \) is the same as the amplitude to get the \( \alpha \)-particle at \((\pi - \theta)\).
and the probability of finding an $\alpha$-particle in the counter is the square of their sum:

$$\text{Probability of an } \alpha\text{-particle at } D_1 = |f(\theta) + f(\pi - \theta)|^2.$$  \hspace{1cm} (3.15)

This is quite a different result than that in Eq. (3.14). We can take an angle of $\pi/2$ as an example, because it is easy to figure out. For $\theta = \pi/2$, we obviously have $f(\theta) = f(\pi - \theta)$, so the probability in Eq. (3.15) becomes $|f(\pi/2) + f(\pi/2)|^2 = 4|f(\pi/2)|^2$.

On the other hand, if they did not interfere, the result of Eq. (3.14) gives only $2|f(\pi/2)|^2$. So there is twice as much scattering at $90^\circ$ as we might have expected. Of course, at other angles the results will also be different. And so you have the unusual result that when particles are identical, a certain new thing happens that doesn’t happen when particles can be distinguished. In the mathematical description you must add the amplitudes for alternative process in which the two particles simply exchange roles and there is an interference.

An even more perplexing thing happens when we do the same kind of experiment by scattering electrons on electrons, or protons on protons. Neither of the above results is then correct! For these particles, we must invoke still a new rule, a most peculiar rule, which is the following: When you have a situation in which the identity of the electron which is arriving at a point is exchanged with another one, the new amplitude interferes with the old one with an opposite phase. It is interference all right, but with a minus sign. In the case of $\alpha$-particles, when you exchange the $\alpha$-particle entering the detector, the interfering amplitudes interfere with the positive sign. In the case of electrons, the interfering amplitudes for exchange interfere with a negative sign. Except for another detail to be discussed below, the proper equation for electrons in an experiment like the one shown in Fig. 3-8 is

$$\text{Probability of } e \text{ at } D_1 = |f(\theta) - f(\pi - \theta)|^2.$$  \hspace{1cm} (3.16)

The above statement must be qualified, because we have not considered the spin of the electron ($\alpha$-particles have no spin). The electron spin may be considered to be either “up” or “down” with respect to the plane of the scattering. If the energy of the experiment is low enough, the magnetic forces due to the currents will be small and the spin will not be affected. We will assume that this is the case for the present analysis, so that there is no chance that the spins are changed during the collision. Whatever spin the electron has, it carries along with it. Now you see there are many possibilities. The bombarding and target particles can have both spins up, both down, or opposite spins. If both spins are up, as in Fig. 3-8 (or if both spins are down), the same will be true of the recoil particles and the amplitude for the process is the difference of the amplitudes for the two possibilities.
shown in Fig. 3–8(a) and (b). The probability of detecting an electron in \( D_1 \) is then given by Eq. (3.16).

Suppose, however, the “bombarding” spin is up and the “target” spin is down. The electron entering counter 1 can have spin up or spin down, and by measuring this spin we can tell whether it came from the bombarding beam or from the target. The two possibilities are shown in Fig. 3–9(a) and (b); they are distinguishable in principle, and hence there will be no interference—merely an addition of the two probabilities. The same argument holds if both of the original spins are reversed—that is, if the left-hand spin is down and the right-hand spin is up.

Now if we take our electrons at random—as from a tungsten filament in which the electrons are completely unpolarized—then the odds are fifty-fifty that any particular electron comes out with spin up or spin down. If we don’t bother to measure the spin of the electrons at any point in the experiment, we have what we call an unpolarized experiment. The results for this experiment are best calculated by listing all of the various possibilities as we have done in Table 3–1. A separate probability is computed for each distinguishable alternative. The total probability is then the sum of all the separate probabilities. Note that for unpolarized beams the result for \( \theta = \pi/2 \) is one-half that of the classical result with independent particles. The behavior of identical particles has many interesting consequences; we will discuss them in greater detail in the next chapter.

### Table 3–1

<table>
<thead>
<tr>
<th>Fraction of cases</th>
<th>Spin of particle 1</th>
<th>Spin of particle 2</th>
<th>Spin at ( D_1 )</th>
<th>Spin at ( D_2 )</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{1}{2} )</td>
<td>up</td>
<td>up</td>
<td>up</td>
<td>up</td>
<td>(</td>
</tr>
<tr>
<td>( \frac{1}{2} )</td>
<td>down</td>
<td>down</td>
<td>down</td>
<td>down</td>
<td>(</td>
</tr>
<tr>
<td>( \frac{1}{4} )</td>
<td>up</td>
<td>down</td>
<td>up</td>
<td>down</td>
<td>(</td>
</tr>
<tr>
<td>( \frac{1}{4} )</td>
<td>down</td>
<td>up</td>
<td>down</td>
<td>up</td>
<td>(</td>
</tr>
<tr>
<td>( \frac{1}{4} )</td>
<td>up</td>
<td>up</td>
<td>down</td>
<td>up</td>
<td>(</td>
</tr>
<tr>
<td>( \frac{1}{4} )</td>
<td>down</td>
<td>up</td>
<td>down</td>
<td>up</td>
<td>(</td>
</tr>
</tbody>
</table>

Total probability = \( \frac{1}{2}|f(\theta) - f(\pi - \theta)|^2 + \frac{1}{2}|f(\theta)|^2 + \frac{1}{2}|f(\pi - \theta)|^2 \)
CHAPTER 3

3-1. An imaginary electron interference experiment is described in this chapter and is shown in Figure 3-1. From the interference pattern $P_{12}$ drawn in the figure, one can estimate the wavelength $\lambda$ to be associated with the amplitude functions $\varphi_1$ and $\varphi_2$. Call the distance between the centers of the slits $a$, and get any other dimensions needed by measuring on the figure.

a) What do you get for $\lambda$?

b) Taking the curves given for $P_1$ and $P_2$ in the figure, compute what you would expect for the magnitude of $P_{12}$ at the center of the pattern, at the first maximum away from the center, and at the first two minima in the interference pattern. Compare with the curve for $P_{12}$ given in the figure.

3-2. Consider the two-slit electron interference experiment of Problem 1, and assume that the distances from the gun to the slits and from the slits to the wall are very large in comparison with the distance between the slits. Assume also that the width of the slits is very small compared with their separation. Answer the following questions as quantitatively as you can.

a) What happens to the interference pattern of $P_{12}$ if the gun is moved upward the distance $D$?

b) What happens to the pattern if the distance between the slits is doubled?

c) What happens to the pattern if slit 1 is made twice as wide as slit 2?

3-3. Vertically polarized monochromatic light is incident on a polaroid whose axis for transmitting light is tilted at an angle $\theta$ to the vertical. Classically, what is the ratio of the transmitted intensity to the incident intensity? What does the polaroid do for the case of a single incident photon?
3-4. A beam of 20,000 eV electrons passes through a thin polycrystalline gold foil and then strikes a photographic plate. The plate shows blackening in the form of rings concentric with the axis of the electron beam. Why? Predict the ring diameters, for a distance of 10 cm between gold foil and photographic plate.

3-5. If one considers the standard double slit diffraction experiment shown in Fig. 3-1, it is possible to show that the entire pattern on the screen can be predicted from a knowledge of the amplitudes for the electrons to be at the slits. If \( a_1 \) and \( a_2 \) are the two complex numbers giving the amplitudes for getting electrons at slits 1 and 2, what is the formula for the relative intensity distribution on the screen as a function of \( x \), the distance from the center point? Make the approximation that \( x \) is small; express your answer in terms of the separations between the two slits and between the slits and the viewing screen.

If the pattern depends only on the amplitudes at slits 1 and 2, how does the electron "know" what wavelengths to use behind the slit in determining the pattern?

3-6. In the diffraction experiment shown in the figure, the source emits particles of momentum \( p_0 \), mass \( M \), and velocity \( v \).

   a) What is the spacing "a" between the central maximum and the neighboring maxima? Assume \( L \gg d \), \( L \gg a \).
b) If some influence alters the phase for the upper path (1) by \( \delta \phi_1 \) and for the lower path (2) by \( \delta \phi_2 \), show that the central maximum is displaced by a distance \( S \) given by:

\[
S = + \left( \delta \phi_1 - \delta \phi_2 \right) \frac{L}{d} \frac{\lambda}{\hbar} \frac{1}{p_0}
\]

Thus, if \( \left( \delta \phi_1 - \delta \phi_2 \right) \) is the same for all paths giving rise to the interference pattern, then the whole pattern is displaced and we may say that the particles have been deflected upward a distance \( S \).

c) Suppose that in Region A the particle has a small potential energy which is a function only of its vertical position. Then the momentum of a particle at height \( x \) above the center line, \( p(x) \), will differ slightly from \( p(0) \), its value on the center line. Show that \( p(x) = p(0) + \frac{M}{p(0)} (V(0) - V(x)) \) or, for the case where \( V(x) \) varies slowly

\[
p(x) = p(0) + \frac{F x}{v},
\]

where \( F \) is the negative of the gradient of the potential, \( -\partial V/\partial x \).

d) Under the circumstances in (c), the momenta on paths (1) and (2) will differ, and also the wavelengths. Show that the phase difference between the upper and lower paths is:

\[
(\delta \phi_1 - \delta \phi_2) = \frac{d}{2v} \frac{F}{\hbar} L
\]

(Note that the average vertical spacing between the two routes is \( d/2 \)). Show that the pattern is displaced upwards by \( \frac{1}{2} T^2 \left( \frac{F}{\hbar} \right) \), where \( T = \frac{L}{v} \) is the classical time to go from slit to screen. Comment.

3-7. Electrons (spin 1/2) are emitted from a source \( S \) placed in front of a screen which contains two slits as shown. Assume that when an electron reaches a slit, it goes through with amplitude \( \alpha \) for
"unflipped" spin and amplitude $\beta$ for "flipped" spin. Assume further that it is impossible to distinguish which slit the electron passed through.

a) If all electrons are emitted with spin up, calculate the intensity distribution on the screen at point x in terms of $\alpha$, $\beta$ and amplitudes such as $\langle 1|s \rangle$ and $\langle x|1 \rangle$.

b) How does this distribution differ from the case in which all electrons emitted are spin down and all other conditions are similar?

c) If the electrons are emitted with spins randomly up or down, again find how this case differs from part (a) assuming all other conditions unchanged.

---

3-8. Surprisingly, large interference effects can occur even when one of the interfering possibilities is not very probable. In the two hole diffraction experiment, if one hole is stopped down so that the probability of getting through is reduced by a factor of 100, show that the arrival probability at a maximum of the pattern is still 50 percent higher than at a minimum.
The diameter of the nearest stars is too small to be "seen" with the best telescopes (the angle subtended is less than the resolution of the telescope). The diameter of a star was first measured by Michelson using an optical interferometer. The method just barely works for the nearest stars. In 1956 Brown and Twiss (Nature 178, 1046, (1956)) proposed a new method, called "intensity correlation," for such measurements, and tested their method on the star Sirius. They took two parabolic reflectors (old searchlight mirrors) each with a photomultiplier tube at the focus. The outputs of the multipliers were fed by coax cables to a circuit that measured the average value of the product of the two currents (a so-called "correlator"). From the variation of this product with the separation of the two mirrors they determined the angle subtended by the star.

There were at the time many physicists who said that the method couldn't work. The argument was that since light came in photons which went either to one mirror or the other, there could be no correlation in the two currents. You can show that this argument is wrong by considering the following idealized experiment. There are two small sources -- say two light bulbs -- A and B, at a large distance from two photomultiplier tubes a and b with the geometry shown in the figure.
Counters are attached to the detectors $a$ and $b$ that measure the number of photons per second $p_1$ and $p_2$ arriving at each counter. The counters $a$ and $b$ are also connected to a "coincidence" circuit that measures $p_{12}$ the counting rate for the simultaneous appearance (within some small time $\tau$) of two photoelectrons.

Let $\langle a|A \rangle$ be the amplitude for a photon to arrive at $a$ from $A$ in any particular resolving time interval. Then $\langle a|A \rangle = c e^{i\alpha_1}$ where $c$ is a complex constant and $\alpha_1 = k$ times the distance $R_1$ from $A$ to $a$. Similarly $\langle b|A \rangle = c e^{i\alpha_2}$ with $\alpha_2 = k R_2$ where $R_2$ is the distance from $A$ to $b$.

Show that the coincidence counting rate $p_{12}$ is proportional to

$$2 + \cos 2k (R_2 - R_1)$$

How can this result be used to measure $D$ if $R$ is known? Ignore the fact that the actual process must be represented by a superposition of such models because light comes from all areas on the star's surface and not just from two points on the limbs.